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ABSTRACT

Monosilane SiH,; chemical kinetics directly depends on the electrons' energy
distribution as well as from the initial electrons cloud formation by an external source
of ionization. The present thesis presented electrons' energy distribution calculated
from the Monte Carlo technique coupled with chemical kinetics. The proposed
statistical calculations validated by correspondent Boltzmann equation solutions
present a drastically different picture of chemical kinetics evolution compared with that
depicted by Maxwell distribution. The electrons transport coefficients are also
evaluated in strong electric fields and analyzed with the accent on the rate of useful
chemical reactions directly connected with the formation of chemical vapour
deposition controlled and managed by non-Maxwellian electrons energy distribution.

Also, the growth processes and the formation of hydrogenated amorphous
silicon (a-Si: H) from the plasma of an H,+SiH, glow discharge are considered. In the
known liquid and knowledge models of plasma containing SiHy,, it is assumed that the
Maxwellian distribution of the electron energy distribution function (EEDF)
determines the reaction coefficients and transport coefficients in an equilibrium
medium. However, EEDFs can have a bi-Maxwellian or more complex distribution,
which causes large deviations in the simulation results.

This paper presents the analytical solution of the Boltzmann equation and the
calculation of the EEDF for pure plasma SiH,4 and SiH;+H, under stationary and non-
stationary conditions. In addition, in a SiH4+H, mixture, it was found that an increase
in H, concentration increases the energy tail of electrons and the evolution of secondary
electrons. Negative differential drift conductance a velocity is observed that continues
to decrease with increasing H, and finally disappears. The electron transfer coefficients
of pure SiH, and pure H; are in satisfactory agreement with the available measurements
and the results of existing works.



AHJTATIIA

SiH; MOHOCHJIaHBIHBIH XUMUSIBIK KHHETUKACHI 3JICKTPOHIAPIBIH SHEPTHS
apKbpUIbl TapaldyblHa, COHAAN-aK CBHIPTKbI HMOHJAHY K31 apKbUIbl 3JIEKTPOHIAPAbIH
OacTankpl OVJITBHIHBIH Maija OoJyblHa TiKeJed OalnaHbICTBI. By auccepTanusiibiK
KYMBICTa XUMUSUIBIK KuWHeTHKameH Oipre Monrte-Kapno omiciMen ecenrtenreH
AIIEKTPOHJAPIbIH, SHEPTus OOMBIHINA Tapaidybl YCHIHBLIAABL. BonbliMaH TeHJeyiHIH
TUICTI  WICMIIMJEPIMEH pacTajfaH YCBIHBUIFAH CTAaTUCTUKAIBIK €CEenTeyliep
MakcBeuiaiH TapalybIMEH CaJbICTBIPFAHAa XUMHSUTBIK KHHETHKA DBOJFOIUSCHIHBIH
MyJieM O6acka KepiHiciH Oepeii. DIEeKTPOH bl TachIMaNaay K03 PHUIIMeHTTepl KYIITI
AJIEKTP epicTepiHme ae OarajmaHaAbl XOHE NalAaIbl XUMFSUIBIK PEaKIHsUIapbIH
KBUITAMIBIFRIHA Ha3ap ayjapa OTHIPHIN TanmaHanbl (MakcBeummaHfa >KaTHaWThIH
AJIEKTPOHIBI SHEPTHS TapaTybIMEH OaKbIJIAHATHIH JKOHE PETTEIICTIH XUMUSIIBIK OY/IbIH
TYHJBIPYBI).

Conpnaii-ak, Ho+SiH4 Kocmassl pa3psi/ miia3MachblHaH THAPOTCHICITCH aMOP(ThI
kpeMHuiiiH (a-Si: H) ecy skoHe Ty3u1y mpoiiectepi KapacTeipbuirad. SiHy 6ap 6enrini
CYMBIK JKOHE O€NT1l IJIa3MaIbIK MOJIETbACP/E AIEKTPOHIAPABIH SHEPTUSIIBIK Tapary
GYHKUMSCHIHBIH, —~ MaKCBEIULIIK — Tapalybl — TeMe-TEeHIIK  OpTajarbl  peaxius
ko3 dureHTTEP1 MEH TackiMaiaay KodOPHUIIMEHTTePIH aHBIKTAMIbI JIeTT OOJIKaHA b,
Ananina, DOT®-Ha OeliMakcBeII HEMEce OJlaH Jia Kyp/elll Tapalybl 00JIybl MyMKiH,
OYJ1 MOJIETTbICY HOTHMIKEICPIHJIE YIIKEH aybITKYIap bl TYIbIPAIbI.

byn kywmpicta bBonbliMaH TEHJEYIHIH aHAIMTUKAJBIK IICNHIMI  KOHE
CTallMOHAPJBIK JKOHE CTAllMOHAPJBIK eMmec karmaitmapna SiHs sxone SiHs+H; taza
masmachkl yiriH 99Td-ueiH eced1 6epinren. ConbiMen Katap, SiHs+H, kocnaceina
H, KOHIICHTpaMsICHIHBIH KOFAPBUIAYyhl SJIEKTPOHAAPBIH DHEPTeTUKAIBIK COHBIH
YKOHE KalTamama dJIeKTPOHIAPIbIH IIBIFAPBLUTYBIH apTTHIPATHIHBI aHBIKTAIEI. Tepic
muddepenunanpl AperdTiH ©TKI3rmTIr oaiikanaasl Oyi — Hp orapbuiaraH caiiblH
TOMEH/ICH OCpEeTiH JKOHE aKbIPhIHIA KOFAJIBIN KeTETIH *KblUaaMIbIK. Taza SiH4 sxone
taza Hy anekTpoHbIHBIH TackiMalgay KodhPUIIMEeHTTEp1 KOMIaHBICTAFbI OJIIIEYIEpPTe
YKOHE KOJIIAHBICTAFbl )KYMBICTAP/IBIH HOTHXKEJIEpiHE KaHAFaTTaHAPJIBIK TYpJle COMKec
KeJe/I.



AHHOTAIUA

XuMuueckass KHHETHKAa MOHOcWiIaHa SiHs HampsMyro  3aBUCHT — OT
pacrpeiesieHds SHEPTUH JIEKTPOHOB, a TaKKe OT 00pa30BaHMs HA4YaJIbHOTO 00Jiaka
AJIEKTPOHOB BHEIIHUM HCTOYHUKOM HOHHU3aluu. B HacTosmeid auccepranuu
MPE/ICTABICHO PACTPEICICHUE SHEPIHM DJICKTPOHOB, PACCUUTAHHOE IO METOIY
Monrte-Kapsio B coyeTaHMM C XUMHYECKOM KuHeTukou. IIpemnaraemelie
CTaTUCTUYECKUE PACUYEThl, MOATBEPKICHHBIE COOTBETCTBYIOIIMMHU PEIICHUSIMHU
ypaBHeHUN boibliMana, TPENCTaBISAIOT COBEPIICHHO HWHYH KapTHHY 3BOJIOIHH
XUMUYECKON KHHETHKH 10 CPABHEHHUIO C TOM, KOTOpask N300pakeHa pacipeaciCHIEM
Makcema. KoadduimeHTs mepeHoca 31eKTPOHOB TaKKe OIEHUBAIOTCS B CHIIBHBIX
IEKTPUUCCKUX TIOJISIX M AHAIM3UPYIOTCSI C aKIEHTOM Ha CKOPOCTh TIOJIE3HBIX
XUMUYECKUX PEAKINi, HETIOCPEACTBEHHO CBSI3aHHBIX ¢ 00pa30BaHMEM XHMHUYECKOTO
OCUKIEHUS W3  TMapoBod  ¢as3bl, KOHTPOJUPYEMOTO W  YIIPaBIIEMOTO
HEMAaKCBEJIOBCKUM PACTIPEICIICHUEM HEPTHUH DJIEKTPOHOB.

Takke paccMOTpeHBI TPOIECCHI pocTa W OOpa3OBaHMs THUAPUPOBAHHOTO
amopdroro kpemuus (a-Si: H) u3 mna3msr Tieromiero paspsgaa Hy+SiHa. B u3BecTHBIX
KHUJIKOCTHBIX M OSKCIIEPUMEHTAJBbHBIX MOJENIX IUIa3Mbl, coaepxaied  SiHg,
MpeanojaraeTcs, 4To MaKCBEJUIOBCKOE pacrpejesieHne (YHKIMH pacrpenesieHus
sHepruu  2JeKTpoHOB  (DPPDD) ompenenser KodDPUIMEHTH  peakuu U
koa(duieHTs nepeHoca B paBHoBecHO# cpene. Onnako P3O moxer umers Ou-
MaKCBEJUIOBCKOE WM 0O0JIee CIIOKHOE pAaCIpeseICHHE, YTO MPUBOJUT K OOJIBIIAM
OTKJIOHCHHUSIM B pe3yJIbTaTaX MOJEIUPOBAHMUS.

B naHHON paboTe MNpeAacTaBiICHO AaHAJUTUYECKOE pEIICHUE YpaBHEHUS
Bonbrmana u pacuer ®POD s uncroit masmel SiH, u SiH4+H; B cTanmonapHbIX u
HEeCTallMOHAPHBIX yciaoBusax. Kpome toro, B cmecu SiHs+H; Ob110 00HApyXEeHO, YTO
YBEIMYCHHE KOHIICHTpaIuu Hy yBenMuuBaeT »HEPTreTHUYECKUA XBOCT DJICKTPOHOB H
HBOJTIOIUIO BTOPUYHBIX AIEKTpoHOB. OTpuniarensHas auddepeHimanpaas npeiidonas
MPOBOJIUMOCTh HAOJIOJAETCS CKOPOCTh, KOTOpas MPOJODKAET YMEHBIIAThCS C
yBenuueHnueM H; u, Hakonen, ucueszaeT. KoadduimeHTb mepeHoca 3JIEKTPOHOB
yucroro SiHs u uyucroro H; yIOBICTBOPHUTEIBHO COTIACYIOTCS C HMEHOIIUMUCS
U3MEPEHUSIMH U pe3yJIbTaTaMu CYIECTBYIOIIUX padoT.
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INTRODUCTION

Recently, installations using low-temperature plasma are being intensively
introduced into the industry and everyday life. Plasma is effectively used in the field
of nanotechnology, for the creation and modification of nanostructures (for example,
for processing materials to increase the service life and reliability of products in
mechanical engineering, create light and strong polymer composite materials,
polyethylene plastics, obtain nanodispersive powders, metals, and compounds, etc.)

In modern technology, the use of micro and nanoelectronic components is very
important for the production of silicon-based film materials - amorphous and
polycrystalline silicon, silicon-based dielectrics, etc. Among the different methods for
producing silicon films, plasma-chemical methods have some advantages. In a
nonequilibrium plasma, endothermic dissociation reactions occur due to electron
impact processes, which ensures the synthesis of the necessary materials at a low
temperature of the working gas. The multicomponent composition, the large number
of gas-phase reactions, and the high chemical activity of reagents in plasma-chemical
deposition systems complicate the experimental study of such media. Therefore, in
their development, mathematical modeling methods are widely used, with the help of
which calculations of many parameters of gas-discharge plasma are performed, which
are important from the point of view of the development and optimization of
technologies [1].

The importance of monosilane to glow discharge plasma is growing rapidly;
there is an urgent interest in low-pressure plasma-chemical reactors in the deposition
of thin films of hydrogenated amorphous silicon, determined by the widespread use of
these films as a technological material in microelectronics. Horizontal plasma-
chemical reactors with two parallel electrodes are often used for plasma-assisted vapor
deposition of thin films.

Plasma enhanced chemical vapor deposition (PECVD) was widely used in
several technological devices [1], [2], [3] among which the first one is the most detailed
primary reactions in SiH4:H, plasmas are presented and described. The formation of
chemical bonds and their chemical properties are also described in [4], [5] Chemical
reactions usually choose the way to the equilibrium state resulting in output
components and the most undesirable form [6], and [7]. To date, the simulation of gas
discharges has reached a high level of perfection - complex mathematical models have
been developed that contain a joint description of electromagnetic processes, electron
gas Kinetics, charged particle transport processes, chemical kinetics of reagents, surface
processes, etc. Structurally, these models consist of several interconnected blocks
(modules) that simulate individual physical and chemical processes occurring in a gas
discharge [2]. Complete gas discharge models provide self-consistent (“plasma™)
solutions, but require significant computational resources. As an alternative to full-
scale modeling, in some cases, simpler calculations are used, in which individual
subsystems of the plasma medium are modeled.

Electrons due to their small masses are flexible to the impact and influence of
the external electric field, which might be, applied in a number of the technical
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installations [8] and [9], [10]. Thus, the consideration of the processes of transport and
chemical transformations of neutral particles in the discharge volume as an
independent problem is of independent importance, since it allows us to estimate the
spatiotemporal distribution of the plasma components responsible for the formation of
films in a relatively simple way. The amount of calculations, in this case, is small. This
approach has been repeatedly used to calculate the plasma composition in silane-
containing gases [3-6]. Naturally, the electrical characteristics of the plasma (electron
concentration, electric field strength, etc.) are introduced into the model in this case as
free parameters. The values of these parameters can be taken from experimental data.
In the process of modeling the chemical kinetics of plasma particles, in parallel with
the solution of the main problem-the determination of the concentration of components,
it is useful to consider the specific contributions of individual reactions to the increase
or decrease in the most significant decomposition products. This information allows us
to establish the relationship between the content of components in the gas phase and
the most significant chemical reactions, as well as to investigate questions about
additional channels for the formation of radicals (for example, when adding additives
to the initial working mixture or complicating the description of elementary processes).
Ultimately, this makes it possible to better understand both the mechanisms of the
plasma chemical process and the ways of influencing it.

Chemical vapor deposition (CVD) of silicon has important technological
application and solar cells are the major of them are in the following studies: [11], and
[12], and [13]. Differences and similarities between uc-Si: H and a-Si: H growth
reactions are analyzed in [1]. Homogeneous pyrolysis of silane [14] and detailed
research up to 5 eV of SiH,; was theoretically studded decomposition of SiH4. The
mechanism of the two following reactions was studied in [11], [15], [16]:

SiH, — SiH, + H, (1)
and
SiH, - SiH; + H (2)

The chemical reaction rate constants in the most detailed form are presented in
[7], [17], [18]. However, the rate of chemical reactions should be corrected, especially
in plasma with PECVD technologies, where the electrons are incorporated with active
species tending to formation key elementary processes applied to thin films
microcrystalline silicon thin films. Most of them solved by the Monte Carlo simulation
technique [14], [19], [6], [20]. It was experimentally confirmed and theoretically
shown that the first reaction plays the dominant role. It should be pointed out that the
unimolecular decomposition of SiH, is accompanied by ions and excited states
formation. However, the plasma phase within which the ions and excited states like
SiHs*, H*, H", Hy'were not taken into consideration. In the author's research the
electron-molecule collisions, cluster growth kinetics in dusty in low-pressure SH,4
plasma analyzed.

Hydrodynamic, hybrid, and kinetic methods for solving the Boltzmann Kinetic
equation and subsequent numerical models are used to study low-temperature silane
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plasma in this work. The time and coordinate solutions of the Boltzmann equation,
which provide the velocity distributions of electrons and ions, are calculated in a kinetic
manner. The Boltzmann equation is solved either directly or using statistical paths or
as known by the Monte Carlo method. However, kinetic models are computationally
intensive, are weakly driven by primitive assumptions, and guarantee more accurate
metrics.

In addition, SiH, is used for Si: H film deposition .often carried out on the
surfaces of the Si substrate. Therefore, any detailed study of the reactivity of the
precursor must take into account the state of the surface.

12



1. Elementary processes in SiH4 + H2 plasma their mathematical modelling

Elemental processes include: the interaction of charged particles with each other,
charged particles with uncharged particles, the interaction of uncharged particles in the
system between Proceeding from this, particles of all classification, including photons,
interact with a solid body (with electrodes and gas chambers). The term interaction is
frequently replaced by the term collision or the term particle impact. Supposing two
particles collide, both the kinetic energy of the motion of each of the particles
participants in their interaction and the potential energy of each of the particles can
change. According to potential energy, we mean the energy stored at the internal
degrees of freedom of an atom or molecule, ie, the excitation energy of the electronic
levels of an atom or molecule, the ionization energy, the excitation energy of the
vibrational and rotational levels of the molecule [21, 22].

Different kinds of interactions can be separated into two groups: elastic and
nonelastic interactions. By elastic collisions, changes will undergo excess nonquantum
motion, that is, a steady motion of particles. Otherwise, at elastic collision only the
Kinetic energy of the particles and the direction of their movement changes. With a
slight interaction, the changes are subject to both the kinetic and potential energy of
particles [23, 24].

Let us consider the application of this law for specific examples. If in the result
of the interaction of a fast electron (having mass m and speed 9) with atom SiH, in the
main state of the ionization act:

SiH, +e > SiH; + H+ e (1.3)
and
H, +e—> H, + 2e (1.4)

For the certainty of the above reaction, we will assume that the atom is stationary
before the collision. In this example, the primary electron had sufficient kinetic
energy(E = m?/2) to drain the valence electron from the atom (the arrow above the
electron symbol on the left side of the equation shows that the electron has a high
Kinetic energy). Substantially, part of the kinetic energy of the primary electron was
converted into potential energy of the ionization of the atom A;[25]. Properly speaking,
part of the energy of the primary electron was also transferred in the form of the kinetic
energy of ion, but, as we will see later, this is very small.

The illustration of the inner determination of the energy of the primary electron
in the process of ionization of the atom from the primary state, schematically shown in
the diagram of the energy content.

13
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Fig. 1.1. lllustration of the law of conservation of energy in the process of
ionization of an atom from the ground state (a) and excitation of an atom by an
electron shock (b)

Here we can see that the total energy of the system of colliding particles before
the collision was stored in the form of the kinetic energy of the electron. If we ignore
the fact that after the collision, the ion took a certain velocity, it can be said that after
the collision, part of the total energy preo6 was transformed into the potential ionization
energy of the atom A, and the electrons, which are indicated in the true honor of the
equation (3), redistributed the remaining energy [26].

Thus, for the destruction of the atom and the separation of the electron from it,
it was necessary to expend certain energy. Therefore, in the reverse process, i.e., the
formation of a neutral atom, energy must be released in some form. For the example of
a collision between an ion and two electrons, the energy released during the reaction is
transferred to the free electron in the form of kinetic energy [27].

From Figure 1.1 a), it can be seen that in the example considered, the free
electron in the reverse process carries away the corresponding part of the energy from
the system.

The reverse reaction of the ionization process is called recombination. The
classification of different types of recombination and the names of different types of
reactions recombination is usually associated with a channel so that it allows for the
release of energy and response[28, 29]. In general, from the law of conservation of
energy, it is easy to understand that at any process of particle fusion from the system,
energy should be released, equal to the energy of the particles' connection.

Consider an example of an excited neutral atom A, located in the main state when
connected to an electron:

A+ée—-A"+e (1.5)
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In this case, part of the kinetic energy of the primary electron passes into the
potential energy of the excitation of the atom A, and a small fraction of the energy is
transferred to the kinetic energy of the excited particle (figure 1.1, b). In such reactions,
excited atoms arise in a gas-discharge plasma, that is, atoms with a valence electron in
high-energy quantum states.

Figure — 1.2. Schematic representation of the dissociation processes for the
SiH4 molecule into various chemical compounds in plasma through their
electronically excited states and hydrogen splitting.

\ l 2z, hv
(656nm)

(

Figure — 1.3. Energy scheme electron-excited states of hydrogen H2 during the
dissociation process and possible chemical compounds in the plasma.

Electronically excited states of complex molecules such as monosilane SiH4, as
15



shown in Figure 1.1, this system is usually dissociating states, in which dissociation
occurs spontaneously to SiHs, SiH,, SiH, Si, H, , and H, depending on the stereo
chemical structure of the excited states of the electrons. Accordingly, spontaneous
dissociation occurs without the emission of photons to return to their ground state. The
hydrogen molecules also decompose into atomic hydrogen as shown in Figure 1.2. It
IS understood that the excitation of electrons in the ground state to a vacuum state
causes an ionization process that produces new electrons and ions to maintain the
plasma [26].

RF Electrode
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Plasma

| Tonic liquid

Substrate
holder
A plasma _ 5 Intercollision 8 A ILs i .
SiH, —— SiHy* ———— Si Hy* (SiNPs) — Stablized SiNPs

=
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< XL T LT & {
% % 5

Figure 1.3. Simple scheme (PECVD) technique[5].

In this Figure 1.3, present a simple technique that takes advantage of both plasma
chemical vapor deposition (PECVD) for mixtures (SiH4+H,) and their chemical bonds.
The results that we presented and the created program can be applied to this installation.

The destruction of excited atoms can occur as a result of various reactions,
including due to the reverse reaction of quenching the excited state when colliding with
an electron. In this case, the potential energy of the excited atom A is transferred to
the Kinetic energy of the electron. This is one of the special cases of quenching the
excited state. Because of reactions of this type, an excited atom or molecule collides
with another particle, because of which the excitation energy is transferred to another
particle without radiation [27, 28].

Such processes are called second-order collisions or super elastic collisions.

In the present paper, the following kinetic model of elementary processes is
presented:
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Table 1. Elementary processes in SiH4+H; plasma, irradiated by electron beam

Ne Reactions Energy(eV) Type Ref
R1 H,+e—->H,+e 3kTeme /m(y,) | Elastic H, [19]
R2 SiH, + e - SiH, + e 3kTeme/ms;y,) | Elastic SiH, [7[]2[02]0]
R3 H,+e—>e+2H 8.9 Dissociation H, [7][19]
R4 SiH, +e - e+ SiH; + H 5.8 Dissociation SiH; [19]
R5 SiH, + e = SiH, + H, 10.9 Dissociation SiH,, [7] [20]
R6 SiH, + e = SiH, + 2H 7.8 Dissociation SiH,, [7] [20]
R7 SiH, +e—»>e+SiH+H, + H 16.2 Dissociation SiH [7]
R8 SiH, + e — SiH; + H 6.5-11 Affinity SiH, [19]
[20]
R9 SiH, + e - e+SiH}®3 0.27 Excitation SiH, [19]
R10 SiH, + e — e+SiH}** 0.113 Excitation SiH, [19]
R11 H,+e—->H)+e 11.3 Excitation H, [19]
R12 H,+e— HZ +e 0.0453 Excitation H, [19]
[20]
R13 H, +e— H1'213 +e 0.0727 Excitation H, [19]
[20]
R14 Hy,+e—->Hy +e 0.516 Excitation H, [19]
R15 H,+e->H)Y +e 1.08 Excitation H, [19]
R16 H,+e—->HY +e 1.5 Excitation H, [19]
RI7 [ emn, (Z Rydber g) re, 15.2 Excitation H, [20]
R18 H, +e - H, + 2e 154 lonization H, [19]
[20]
R19 SiH, + e - SiH; + H+e 11.9 lonization SiH, [7]1 [19]
R20 | HY + 2e + SiH; - H, + SiH, ~Te Recombination H, [20]
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Figure — 1.4. Molecular model of a-Si:H surface growth process.

The SiH3 radicals that reach the film growth surface begin to diffuse over the
surface. During surface diffusion, SiHz removes the bound hydrogen covering the
surface, forming SiH, and leaving a broken bond on the surface (formation of growth
sites). Another radical, SiH3, diffuses to the site of the broken bond on the surface and
forms a Si - Si bond (film growth), as schematically shown in Figure 1.4 [29].

A common trend for all plasma-forming gases is an increase in the contribution of
step-by-step (two-stage, multi-stage) processes to ionization.

Table 2. Diffusion coefficients (p = 0.1 Torr, T = 500 K) and adhesion

Component Dk, cm? /s Bk
Si 123.41 1.00
H 1149.40 0.00
H> 677.96 0.00
SiH4 140.30 0.00
SiH3 150.42 0.15
SiH> 162.10 1.00
SiH 176.18 1.00
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The list of chemical reactions included in the model is shown in the table 2. The
rate constants of processes involving electrons (reactions R1-R9) are determined in the
model by the electron energy distribution function (EEDF) by numerically solving the
one-dimensional Boltzmann equation (in the table they are marked with the symbol F).
The EEDF calculation used well-known data on the cross-sections of electron
collisions with H, and SiHs. The values of the diffusion coefficients Dy and the
adhesion coefficients Bk used in the calculation are shown in table 2 [30].

Since step processes have lower threshold energies than direct ionization, an
increase in their contribution leads to a decrease in the average electron energy and
electric field strength required to maintain the steady-state of the plasma. At low
pressures, when the recombination of charged particles occurs mainly on the plasma-
limiting walls, the effect of plasma density on electron death can only be related to a
change in their effective diffusion coefficient. Naturally, the composition of the neutral
component, changing the total frequency of electron collisions, will also affect their
diffusion [31].

1.1.Modelling of plasma chemical processes

Under fixed external conditions (discharge current, pressure and composition of the
initial gas mixture, gas flow rate, etc.), the field strength in a stationary plasma is set at
such a level that the electronic distribution function. That depends on both the field and
the composition of the gas mixture, is the atmosphere, provides the formation of such
a composition of the gas phase [32, 33, 34]. Naturally, heterogeneous interactions
initiated by active plasma particles can also be included in the processes that form the
composition of the gas phase. The path of establishing a stationary state in the presence
of chemical transformations can be divided into two branches in the first approximation
[35, 36].

1) the appearance of new neutral particles in the gas phase increases the set of
processes of charge generation and death, i.e. it affects the balance of electrons
in geometric space.

2) the conditions for the acquisition and loss of energy by electrons (the balance in
the velocity space) change, and with them the form of the electronic distribution
function. Both are referred to as nonlinear effects that cause the plasma
properties to depend on its density.[37,39,40]

To characterize the individual act of collision of two particles, the concept of the
effective collision cross-section or the interaction cross-section o is used. The value ¢
has the dimension of the area and characterizes the probability of collision of particles.
The physical meaning of this value is most conveniently explained by considering the
interaction of elastic balls (Figure 1.4).
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Fig. 1.5. Explanation of the concept of the cross-section for collisions of two
particles.

If we consider a stationary target sphere with radius r,, which is hit by a stream of
particles with radius r; having a velocity v. It is clear that the number of collisions o,
that will occur per unit time is proportional to the density of the incoming particle flux
nv, where n is the concentration of particles in the flow. Then we can write the ratio:
a = onv (1.6)

in which the proportionality coefficient ¢ will have the dimension of the area ¢ cm?.
This coefficient is called the interaction cross-section.

In order for the incoming sphere 1 to hit the sphere - target 2, the motion of its
center must pass from the center of the target at a distance not exceeding (r1 + ry).
Obviously, for the example under consideration, the number of collisions per unit of
time will be

a =7n(r +1,)°nv (1.7)

and the collision cross-section is defined as
o=1(r,+1)? (1.8)

The elastic sphere model describes collisions in an ideal gas. For example, if a
gas consists of particles of the same type having a diameter d, then the collision cross-
section o=mrd?.

It should also be noted that the process of interaction of two particles, and hence
the cross-section of the interaction, is largely determined by the relative velocity of the
colliding particles. In other words, the cross-section of the interaction depends on the
Kinetic energy of the particles involved in the reaction [41, 42, 43].

The concept of cross-section is used for a wide variety of reactions. It is useful
to talk about the cross-section of the elastic interaction of an electron with an atom o
and about the dependence of this cross-section on the energy of the electron, about the
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ionization cross-section o, about the excitation cross-section cex Of @ given energy state
of the atom, etc. The use of cross-sections is also convenient because this value has the
property of additivity. The result of the collision of an electron with an atom can be
very different. With this, a complete number of collisions for several elementary
processes is equal to the number of separate processes:
Otot = Ogy + 0; + Oy + Ogjss - (1.9)

Thus, the value of o;,, characterizes the probability that a particle enters into
one of the reactions that we are considering.

When considering elementary processes in a low-temperature weakly ionized
plasma, many concepts of the kinetic theory of gases can be used. Consider here the
meaning of the mean free path length R, i.e., the average distance that a particle travels
between two collisions [44, 45].

The scattering of electrons by hydrogen and monosilane atoms in all reactions is
simulated using the null collision technique [1, 2]. In this case, the experimentally
known collision cross sections [6] and reaction thresholds are used. In addition, the
model includes the recombination of positive and negative ions:

The reactions that we considered and calculated analytically using [18] and the
results are shown in the form of a graphic.

Cross-sections for electrons and hydrogen molecules were taken from [18]. The
plots corresponding to calculate with data to the cross-sections for SiH, and H, are
presented in figure 1.6 and in figure 1.7, respectively.
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Figure 1.6: Cross sections for electron impact reactions for SiH, and H, from R1 to
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Let the gas have an insignificant number of particles having an average chaotic
velocity v, which collide with the target particles, and the collision frequency is v. It is
easy to see that the average free path of the first-class particles in the main gas is
determined by the ratio:

R= (1.10).

c <

If we consider the collisions of electrons with atoms in a low-temperature weakly
ionized gas discharge plasma, the relative velocity during the collision is approximately
equal to the velocity of the electron, since the reduced mass of the gas particles SiH;:H,
is close to the mass of the electron. Hence, for the frequency of collisions, we obtain
the ratio:

Ve = NgVe0eq (1.11)

where a,, = md?/4 - cross-section of electron-atomic collisions in gas-kinetic
theory, v, = (8kT,/mm)'/?,T, - electron temperature, m - is the mass of the
electron.

Taking into account the above considerations and using the formulas (1.10) and
(1.11), for the free path of an electron in a gas, we obtain the expression

1
R, = .
naaea

(1.12)

The concepts presented above are introduced based on the corresponding
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concepts for the theory describing the behavior of an ideal gas. As noted, the most
significant factor in describing the processes of collisions in plasma is the dependence
of the cross-sections on the energy of the particles. However, in the simplest estimates,
the approximation is often used o = const and use the above formulas. At the same
time, when we say that the cross-section of a process is large or small, we usually mean
its comparison with the gas-kinetic cross-section. [46]

1.2.Kinetics of electrons in a silane SiH4 + H> plasma

In a two-part process, two particles of plasma or a charged beam are involved in
a chemical reaction. A typical example of such reactions is ionization and excitation of
atoms by an electronic impact (see formulas (1.8), (1.9)).

For the description of the process of collision, the concept of the effective cross-
section has been introduced. This concept is most convenient for the physics of atomic
collisions, which treats individual acts of the interaction of particles. However, for the
physics of a gas phase, it is often necessary to know the rate of occurrence or death of
a particle of a specific sort in the plasma or the rate of reaction flow. The reaction rate
refers to the number of elementary acts of birth or death of a particle per unit volume
of plasma per unit time. This value is proportional to the concentrations of the particles
involved in the reaction. In the future, to denote the concentration of particles, we will
enclose the corresponding particle symbol in square brackets. [47]

Then, taking into account these notations, the following relations can be written
for the rate of ionization of atoms by an electron impact and the rate of birth of excited
particles A*:

a .. _

—[4"] = Kile] - [4] (113)
d

(4] = Kerlel - [4] (1.14)

The proportionality coefficients K; and Key included in these expressions that
characterize the collision process are called reaction rate constants. The rate constant
of the two-particle process has the dimension K, [cm?/s].

If all the particles in the plasma had the same relative velocity during the
collision, and the collision cross-section was constant, then for dimensional reasons it
IS easy to write: Ky=a¢.

However, at any given time, each particle has its speed of chaotic motion. The
particle velocity distribution function f(¢) allows you to find the fraction of the total
number of particles whose velocities lie in the range from & to £+d¢. In addition, the
cross-section of the interaction depends on the relative velocity of the colliding
particles. Therefore, the reaction rate constant is introduced by averaging the product
of o& over the distribution function:

23



(0]

K, = (0€) = f o (E)EF (£)de (1.15)

0

Since the particle velocity distribution function includes the average velocity or
the average energy of the interacting particles as a parameter, the reaction constant
therefore depends on the average energy of the particles or the temperature.

The collision frequency and the mean free path of the particle introduced earlier
are naturally expressed in terms of the reaction constant following the formulas:

v
=nK, R =—— 1.16
V =Nk, nk, ( )

where n is the concentration of target particles, v is the absolute average velocity
of the chaotic motion of the particle, for which the average free path is calculated.

It is clear that with this entry, the difference between the relative velocity of
colliding particles and the absolute velocities is taken into account when calculating
the reaction constant [48].

In the triple process, three particles are involved in the collision at the same time.
Usually, the triple process is a particle fusion reaction, and this process proceeds
according to the following scheme:

A+ B+ C=AB+ C. (1.17)

The role of the third particle C is to carry away from the system the energy
released during the formation of the AB complex. One of the examples discussed
earlier is the recombination reaction (1.3), in which the electron acts as the third
particle. The rate of formation of AB patrticles is proportional to the concentrations of
the particles involved in the reaction, i.e. the differential equation for the rate of
formation of AB complexes has the form:

d

7; 1481 = K3[4] - [B] - [C] (1.18)
The coefficient of proportionality has a dimension of K3 [cm® / s] and is called

the constant of the process.

The principle of detailed equilibrium can formulate for a system that is incomplete
thermodynamic equilibrium, which following is performed.
e The total number of particles leaving the quantum state per unit time is equal to
the total number of particles entering this state per unit time.
e The number of particles that leave a given state in a certain way per unit of time
is equal to the number of particles that oppositely arrive in a given state [49].
Both of these statements can be disclosed. The first point says that the plasma is
maintained in a stationary state, and the concentrations of particles of all types do not
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change over time. Whence the stationary state can be maintained in various ways. For
example, the production of excited particles can occur as a result of collisions of atoms
with electrons (reaction 1.5), and the death of particles can be balanced by production
as a result of the spontaneous decay of excited atoms:

A" > A+ hy (1.19)

This situation may be typical for a plasma in a stationary state, but it is not typical
for a plasma in a state of complete thermodynamic equilibrium.

Therefore, the second statement reinforces the first point. It says that for each direct
reaction, there is always a reverse reaction, and in the state of thermodynamic
equilibrium, the rates of the direct and reverse reactions are equal to each other.

One of the consequences of this principle is that it invites you to subtract the rate
constant of the reverse reaction from the known constant of the direct reaction. For
example, under conditions of thermodynamic equilibrium, for the reaction of excitation
and de-excitation of an atom, we can write:

[A] - [e] Kex = [A7] - [e]K, (1.20)
whence we get
K, = ﬂK (1.21)
q [A*] ex '

Maxwell’s law describes states of thermodynamic equilibrium of the temperature
of all components of the plasma plane, the particle velocity distribution, and the particle
distribution over the excited states is described by the Boltzmann formula. Then there
is no effort for a given temperature to determine the concentrations of particles A and
A*. As a result, the quenching constant of an excited atom by an electron shock is
easily calculated.
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2. Substructure of hydrodynamic models of gas discharges

2.1 The function of distribution of particles in plasma by speed

Consider a certain ensemble of particles whose concentration is equal to n. The
particles move chaotically and change the direction of velocity when they collide with
each other, as well as exchange energy. A typical example of such an ensemble of
particles is a gas in a closed vessel. In general, these can be particles of any variety. To
be honest, in the case of a gas-discharge plasma, it can be either atoms or gas molecules,
or ions, or electrons. It is clear that at a fixed moment in time, each individual particle
has its own value of absolute velocity, and the velocity itself can formally lie in the
range from zero to an infinitely large value. It is true to raise the question of what is
the distribution of particles in ensembles in terms of velocities [50].

In other words, if we take a certain velocity interval A¢ in the range from £to & +
A¢, then the question is how to determine the size An/ n, i.e., the fraction of particles
out of their total number n, whose velocity lies in the interval A¢.

In general, this problem is difficult. Its solution is well known from the molecular
Kinetic theory of gases. In accordance with this theory, the distribution of molecules
(or atoms) at speed is subject to the Maxwell law. One of the most commonly used
formats for recording Maxwell's law has the form:

dn_4<M)
n 7T27tkT

where M - is the mass of the particle, kT - is the gas temperature in energy units.

The value in the left part of the equation dn/n in the physical sense is the fraction of
molecules from their total concentration n, whose velocity is in the range from & to & +
d&. It can be seen that dn/n is the product of some function /(&) by the velocity interval
dv. In this case, the function f{¢) is called the Maxwell function of the velocity
distribution of molecules. It has the inverse dimension of the velocity:

~ M , Mé?
fO =an(5=z)  Sexp (— . kT) 22)

Itis also possible to give an interpretation of the meaning of the particle distribution
function by speed from the point of view of mathematical statistics and the theory of
probability. In the terminology of the theory of the probability of a quantity, the speed
of a particle in the ensemble is a certain random quantity [51, 52].

Then f($) - is the density of the random size distribution, and the production of f{&)d¢
shows the confidence that the particle velocity will be in the d¢ intervals. In fact, each
value of the function f{&) appears as a certain weight coefficient, showing how many
particles in the ensembles can have a velocity &.

3/2

M 2
&%exp <— 2:7,) dé (2.1)

3/2
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It is clear that if we integrate f(¢) over the entire velocity range, we actually take
into account all the particles, i.e. we get:

| reyas =1 23)
0

The same result in terms of probability theory means the following: The belief that
a particle has any velocity that is in the range from zero to infinity is flat units. The
function of the distribution of molecules by particle speed has the form of a curve with
a maximum. It is easy to show that the maximum of the curve is reached at a speed of:

|2kt 4
Em_ 7 ()

The law of molecular velocity distribution (2.1) is convenient to use by writing it in
a dimensionless form, i.e. by entering a dimensionless variable £/¢,,. Then, after
simple transformations (2.1), we get:

dn 4 (¢ )2 < § 2) $
—=—|) exp| —— d(—) 2.5
) v (-g)(E (2:5)
The corresponding function of the distribution of molecules by speed in a size-free
recording will take the form:

STl e

For greater clarity, the graph (figure. 2.1) is presented for the last expression.
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Fig. 2.1. The function of distribution Maxwell's of particles by the speed in
dimensionless variables.[53]
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If the temperature of the gas is known and using this graph, you can determine
the fraction of particles dn/n, the velocity of which is in the d& range. It is easy to
understand that this fraction corresponds to the shaded area on the chart. It is also clear
that the total area under the curve f (§/&) is equal to one.

In the molecular Kinetic theory of gases for the characterization of the ensembles,
the molecules generally use the average values. For example, one of the possible
standard energy characteristics is the gas temperature KT.

2.2 The function of particle distribution by energy

Likewise, as it is possible to operate particle distribution function by speed, we
can also talk about the distribution of particles by energy. In this case, Maxwell's law
gives an expression for the fraction of particles dn / n, the energy of which is in the
interval from ¢ to ¢ + de. The expression relating the velocity and energy of a particle
has the form:

ME?

£ET

(2.7)

Then, after the transformation (2.1), we obtain the following entries of Maxwell's
law for the energy distribution of particles and for the energy distribution functions of
particles:

2 _ £
— = \/_E (kT) 3/2\/E exp (— ﬁ) de (28)
2
f&) = =D /e exp (~ ) 29)

The function of the distribution of particles by energy also has the form of a cool
one with maximum, and the maximum is achieved with some energy en=KT/2.

2.3 Formation characteristics of the electron distribution function by the
speed in a gas-discharge plasma

The Maxwell function of the electron velocity distribution is often used to
describe many processes in a gas-discharge plasma (at least on a qualitative level). This
IS quite convenient and allows you to get visual expressions when calculating the
reaction constant when estimating the speed of various elementary processes when
processing the results of the measured c, the entire estimate of the particle
concentration and electron temperature. However, strictly speaking, this is not true.

The point is that the Maxwell distribution law is derived for an ideal gas, i.e.
systems operating in thermodynamic equality and in the absence of external forces that
act on particles. In this case, the transfer of energy between the particles occurs only
due to the effort of communication, and the exchange of energy in each of these

individuals is based on the supply of energy. This will allow entering the concept of
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the leading mass. For the maximum distribution of particles by speed, the anisotropic
character is used, i.e. distribution of the speed of particles in all directions equally. In
write the Maxwell distribution for the speed projections on the coordinates X, y, and z,
then the expression for the distribution function will have the same form. In this case,
the absolute speed ¢ is expressed through the speed projection as follows:

£ = J(a% rez+gr) (2.10)

The situation is different for electrons in a gas-discharge plasma. As the lightest
particles, electrons take energy from the electric field and give it up in ordered and
inelastic collisions to heavy particles. This means that the gas is heated to account for
this, that the electrons give up their Kinetic energy to the atoms. At a low degree of
ionization, a situation of nonequilibrium arises, when the average energy of an
ensemble of an electron gas is actually higher than the average energy of an ensemble
of atoms and ions [54, 55].

In addition, the distribution of the electrons at the speed of the spheres appears
to be unsymmetrical, since the electrons pick up from the electric power on the ground.
Then the function of the distribution by speed appears as if stretched along the field.

Finally, in addition to the acquisition of energy by the electrons from the field,
there are other sources of heating of the electrons. For example, one of these sources is
the production of energy by electrons in quenching collisions with excited atoms (the
process is the reverse of the reaction (1.5)). In reactions of this type, fast electrons
appear in the plasma, i.e., the energy distribution function is enriched with electrons
with increased energy.

In general, the electron distribution function in a low-temperature plasma for
specific experimental conditions must be obtained by solving the so-called chemical
Kinetics equation. One of the special cases for which the solution to the equation of
chemical kinetics has a simple and visual form is the case of a small electric field. In a
small field, electrons experience mainly elastic collisions with heavy particles, and the
contribution of inelastic collisions to the formation of the particle velocity distribution
function can be neglected. The electron velocity distribution at small fields can be
approximated to be spherically symmetric. On the other hand, the field must still be
high enough for the condition to be met:

eER, >» kT (2.11)

where E is the electric field strength, R is the free path of the electron for ordered
collisions.

When the latter condition is met, the problem is simplified in the sense that it is
possible to read the gas atoms as stationary, i.e., the temperature of the ensemble of
atoms is almost close to zero.
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2.4 The ionization and excitation processes for SiHs:H. plasma
generated by e-beam

The process of the excitation of particles such as the atoms, molecules, or ions
consists in the transition of one of the external electrons of the atom or ion, which is
more energetic. If we are the main way to consider the excitation of an external one, or
what the same, valence is or, in other words, optical-electronic. This terminology is
used because the external electron determines the chemical properties of the atom, i.e.
its valence. With a constant transition of the excited atom to a lower energy level, the
quantum is usually highlighted in the optical long range. Therefore, the external
electronic is also called optical.

lonization is essentially a limiting case of excitation, when an electron bound in
an atom acquires energy sufficient to detach from the atom and transition to a
continuous spectrum. Due to the ionization processes, charged particles arise in the
gas, and the gas is conducted, i.e., a gas discharge is ignited. In this sense, ionization
is one of the main elementary processes in the discharge [56]

However, excitation also plays an extremely important role in the mechanism of
plasma maintenance and current transfer. Collisions of electrons with atoms, which
lead to the excitation of atoms, make up a significant part of all collisions between
electrons and neutral particles. Therefore, both in the particle kinetics and in the
balance of the power released in the gas, the excitation of neutral particles occupies a
significant place. The presence of a large number of excited atoms and molecules
changes many properties of the gas through which the current flows, for example,
reduces its effective ionization potential. The result of the excitation is radiation, which
affects the development of the current in the gas and is one of the external signs of the
discharge and a source of information for optical diagnostics of the plasma.

Each of the elemental processes, the result of which is an excitation, can lead to
ionization if there is enough energy for this. This does not mean that the same and other
processes can be described in the same physical conditions. On the contrary, excitation
call is a quantum process and does not fit a classic description. For ionization, many
useful conclusions and a physical interpretation of the performance characteristics can
be made on the basis of classical consideration. One of our goals is to show the
characteristics of the phenomena of ionization and excitation in a gas-discharge
plasma, without taking too much of a boost in physics. Since ionization, so and
excitation are the result of the same reactions, then we would like to combine the
consideration of these processes in time [57].

The classification of elementary processes to consider which causes ionization
and excitement. First, it is possible to divide these processes into two groups: ionization
and excitation of particles and photos. In the first group, we will separately consider
collisions of particles with electrons and non-strenuous collisions of heavy particles.
The electronics, in contact with the atom in the main state, can produce ionization or
excitement according to the following scheme:

e~ + SiH, - SiHF + 2H + 2e~
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(2.12)
e” + H, > Hf + 2e”

above reactions (equation 2.12) is an ionization for SiH4 H;

e~ +SiH, — SiH, + e~
(2.13)
e"+H,>H;+e”

above reactions (equation 2.13) is an excitation according to the structure.

Such reactions are called reactions of direct ionization and direct excitation or
ionization and excitement from the main state of the atom.

In addition, the electron can collide with an already excited atom. In this case,
we are talking about the process of gradual ionization or the process of gradual
excitation at a higher energy level.
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3. Boltzmann equation for e-beam
The first numerical approach to the analytical solution of the Boltzmann kinetic
equation was an expansion series. This approach is called the Chapman - Enskog theory
[39], which writes the distribution function for equilibrium systems in the form:

F=f+ )y (3.1
n=1

where y™ is a microscopic parameter, and stops the series at the first order. The
first term fM is the Maxwell distribution function, which gives the zero collision
integral. Consequently, the transfer coefficients are associated with the perturbation f
1. This approach makes it possible to calculate transport properties with respect to
specific cross sections for the reaction in plasma (SiH4:Hy). Also, the perturbation is
expanded into a polynomial series [40], allowing different degrees of approximation.
The Chapman - Enskog theory is valid for microscopic deviations from the Maxwell
distributions.

We should enumerate some innovative publications to adjust Boltzmann
equation to study the formation of microstructural chemical plasma deposition devices
and theoretical methods like in [58, 59, 60]. Following the earlier made studies [61,
62, 63, 64].

The Boltzmann equation for electron beam in the gas mixture we are presenting
in the following way:

0efo(68) = SE° + ST°(E) + I (R) + ) S +SEM(E) + ) SUE(E)
k k

+ Se°°(f * fe) (3.2)

here f, (t, F_E)) is distribution function of electron beam in the SiH4:H, plasma by
time t, radius vector r and velocity _é It should be known that the variables t and r are

hydrodynamic, but they microscopic variables and the % should be considered as the
velocity of a particle. S.(f.) is the collisional member according to elementary
processes. The collisional member in the Boltzmann equation is the result of the
dynamics of pair collisions in a plasma, facilitating elastic, inelastic, and reactive
processes that govern the time evolution of kinetics at the microscopic level [65].
Building a reliable database for elementary probabilities is challenging even today due
to the requirements of accuracy, consistency, and completeness, issues that
significantly affect the predictive power of kinetic models, not only in assessing
macroscopic plasma parameters but also in shedding light on the corresponding
mechanisms collisions. Modern approaches in quantum molecular dynamics are fully
utilized to achieve maximum accuracy. However, a wide range of theoretical methods,
including semi classical, classical, and semi-empirical, provide methods suitable for
specific classes of processes, offering a favorable balance between the reliability of

32



dynamics information and the computational burden associated with obtaining a
complete dataset.

[ fo(67,8)dE = ne(6,7) (33)
here n,(t,7) is concentration of particles in plasma by time and radius vector.
d 0 0
O = o= (3.4)

6t+€i6_xl-+aia_fi'

Equation 5 is an auxiliary mathematical apparatus that includes the characterization of
particles in a plasma.

N $max . N
P, 7,¢) = j[ 0°"(AE;, &) 0 (t,7,€) d(AE)) (3.5)

here Q}"’" is the source j-type of fragments on full differential cross-section for
ionization proses, |- is ionization potential, AE; is energy loss, that is equal an energy

received by allocated electron and total amour of ionization potential. Further solution
looks like this

f()wa(?—g_g))d§=1 (3.6)

here 6§ (5 — g_g’) Is a delta function that represents at the point of the initial energy a

fission fragment by the energy distribution. Based on the above data the energy of the
primary electron with the law of conservation of energy for a charged electron has the
form of Kkinetic energy as follows:

me

$max e L 2 62
g8 =jo 12e (67,8) ——d¢ (3.7)

here me is effective mass of primary electrons. The function of distribution of electron
beam is following:

£ =n, (%)g 5(¢ - &) (38)

then we have collisional member for ionization:
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sin (£.(67.8))

max

nkj \/7 8(¢&;

Eo—I

- G“’"(f,,f,)p,“’”(Ee)dfe) j £,(8))€) i (&1, AE,)d(AE,)
Eo—Ik

—n, j Pon (B (6.)E. Q0 (1, AE,) d(AE.) \. (3.9)
0

Then the energy of primary electrons:

fmax 2
A jo fPe(t, ,g) med” (3.10)

Following [29] and [30] the primary electrons energy distribution equals:

pe ) E}G
£ (@) ne{ 76

G(e)
E, —1—
p e, %(1 e (2.7 + (qu) 0.5))
_ 3.11)
2 E, —1 (
(I'+2)°E, 1+%Ln(2.7+<q1 )0.5) J
eb\2
where: Eq = e(i :

here G(g) is collision integral of primary electrons, Eq is Kinetic energy of
primary electrons with hydrodynamical variable by velocity.

Solving mathematically this Boltzmann equation with a collisional term and in
a system of spatial coordinates, we found the following spectrum for primary electrons.
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Figure 3.1. Primary electrons energy spectra by energy, calculated by the
formula (3.11)
This curve (figure 3.1) can be compared [21] for reasons, the primary electron
loses energy or it can be assumed that at the birth of the secondary electron this
spectrum decreases, our model places the ionization peak at a slightly higher height

more precisely showing the peak at high energy.
From equation, we may deduce the hydrodynamical equation for SiH,+H;

plasma, irradiated by electron beam:
on,(t, 7 U

L + Ve (t,7)

= SeP(t,7) + SPE(t, ) + kT (t, P)n.(t,7) — kYT (t,P)n.(t,7)

— ke (t, F)ni (¢, 7) (3.12)

here: 7, = —D,Vn, + b,n,E — DIVT,, VE = —4n(n, + n~ —n*)

d (3
a{fnekTe} - SebEeb - SpeEgv - ﬂVTe - Z(Te - To) (3'13)

3.1 Electrons Boltzmann equation solution. Time-dependent case

We should select a three-time scale in the evolution of electrons beam energy to
local Maxwellian distribution. The first one, the fast time scale lasts from zero to
(figure 3.2, figure 3.3) 10713sec — 107 %sec and is connected with the fast

transformation of monoenergetic electrons energy of the electrons beam to the
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formation of primary electrons energy spectra and exciting neutrals of the testing gas.
The second time scale is the slow time scale and it will be characterized by small
parameter €, which is to

Egv me
—, 6=— 3.14

e=46

here M, m, are mass colliding atom’s. The relation between these two scales is
as follows:

fast scale

¢Slow scale — T (3.15)

The third time scale is slower than the second one and rings the local Maxwellian
energy distribution related to the further transformation of electrons energy to heating
neutrals and recombination and affinity processes. The relation of the slow elastic
degradation and its corresponds to the very slow time scale last around 10 °sec
till 10~7"3sec and related with the first fast time scale as follows:

fast scale
gmaxwellization — t— (3_16)

g2

Time evolution of secondary electrons

t=10""%s
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Figure 3.2. The time evolution of secondary electrons according to by formula (3.15),
t=10"3%,
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Time evolution of secondary electrons
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Figure 3.3. The time evolution of secondary electrons according to by formula (3.16),
t=107.

Therefore, we may present these three types of energy distribution function as
the following series:

0f(t,) _of”  of™ or?
ot ot ot ot

For quick, slow, and Maxwellian time relaxation, we may present The
Boltzmann equation slitting into three equation:

+ (3.17)

()
dt
= 5(0,0(8)
3 &, B
+ng? (1) L | eEesE ~adans (s - a7, o) eds
3 peb
—n () | @ @R 087 Daan) (3.18)

Within time scale, the electrons of the electron beam are transformed into the
primary electrons functions, which end the quick time scale lasting. Introducing the
moderating function G(t) we get the evolution of electrons energy distribution within
this time scale as follows:

Mme

) 6(E — &) + fPE(O) — fr©)e T (3.19)

ffast scale (t, f) — ng (
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fslow scale (t, f)

= 1§ (es) 6 — ) + £7°(8) — fPo(©)e T + (©)
0\Eeb 0

— fM(&e e 3 (3.20)

meé?

where: fM(&) = n, (:1—;3)53‘ KTe |

In recent years, numerical modeling has been increasingly developed with the
advent of more powerful supercomputers and the development of faster and more
specific algorithms. Proceeding from this, it plays an important role in this area and,
along with successes in experimental work, allowed significant progress and should be
achieved in the future. Dissimilar approaches to modeling have been reported in
different literatures. These include analytical models, fluid models, nonequilibrium
Boltzmann equations, Monte Carlo modeling and particle-in-cell models, Maxwell's
equilibrium equations, non-stationary plasma-chemical environ. The combination of
these models is called hybrid models.

The appearance of the phenomenon of nonequilibrium plasma is associated with
the interaction of charged particles in electric fields, and in general, the kinetic
description of the space charge regions is considered a clearer layout for numerical
modeling. This requires asking for the conclusion of the Boltzmann equation or a
Monte Carlo simulation to determine the electron distribution functions by energy and
velocity. However, kinetic models strongly require a fairly large amount of time, and
space charge effects are often considered within the framework of the liquid
approximation.

The Boltzmann equation can be considered two additional collision processes -
elastic scattering with a screened Coulomb potential and inelastic electron attachment,
the cross section of which is obtained within the framework of the theory of limiting
orbital motion. The investigated model of monosilane plasma includes the following
ions HY SiHS, SiH; and excited electrons and an electron beam. The movement of
these particles occurs against the background of a neutral gas, that is, a mixture of
hydrogen H, and monosilane SiH,. The corresponding concentration of neutral
particles (monosilane and hydrogen molecules) is considered constant to maintain the
plasma also in equilibrium conditions.
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4. Monte Carlo method. Basic definitions

The Monte Carlo method is a statistical method for solving the transport equation
for neutral particles in integral form. The main advantage of this method is that it is
possible to reduce to an exact minimum the physical and geometric approximations
used in solving practical problems for the development of technology. For example,
the Monte Carlo method allows one to get away from the multi-group approximation,
which is common for deterministic methods, and use continuous dependences of the
particle behavior on energy. The disadvantage of this method is that the solution is
organically difficult for the Monte Carlo method are the problems of deep passage of
particles (propagating from any source through thick layers of protection) and
obtaining, with good statistical accuracy, estimates of functional in very small regions
of the phase volume of the system. In both cases, this is due to the low attendance of
particles in the corresponding areas when using analog modeling due to the limited
history sampling.

The Monte Carlo method examines the atomic structure of plasma and charged
particles. The gas mixture (SiH4:H)) is represented by a large number of pseudo-
particles, each of which represents a large number of real particles in the same position
and at the same speed. At each mesh element, the number of collisions is determined
according to the total cross section and a Monte Carlo approach is used to sample them.
Random numbers are generated to decide which particles will collide and the result of
the collision, changing the state of the particles accordingly. The convection and
collision phases are repeated one after the other. With this method, the distribution
function can be directly calculated with a sensitivity dependent on the number of
particles.

4.1 Monte Carlo programming code description

The problematic issues of using the Monte Carlo method also include the
solution of the nonstationary transport equation for monosilane SiH, and hydrogen H,
molecules. Recently, due to significantly increased computing capabilities, including
parallel computing, there has been significant progress here. However, the level
practical calculations of various types of transient processes for large time intervals
with a correct description of delayed electrons, the possibility of taking feedbacks into
account, and satisfactory statistical accuracy have not yet been achieved.

The density of charged particles is six orders of magnitude less than the density
of a neutral gas; therefore, only collisions of electrons with molecules of monosilane
SiH4 and hydrogen H, are considered. The pressure of the gas mixture (SiH4+H,) is
about P~ 1 —10 Torr, and the total concentration of monosilane and hydrogen is 101°
cm3, the concentration of electrons in the plasma is 10 cm?, and the total
concentration of monosilane and hydrogen ions is 101° cm™. The estimated mean free
path in a neutral gas for electrons is 0.01 cm, for ions, 0.001 cm. In order to break the
bond between silicon and hydrogen, their bulk concentration was considered as C(H5)
= 0.75 for hydrogen, C(SiH4) = 0.25 for monosilane. The maximum energy for a
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monosilane mixture is E = 1000 eV. The ratio of the mass of an electron and hydrogen
is numerically calculated and is equal tom,/my, = 2.7 * 10~%, for monosilane
Mme /Mgy, = 1.7 % 107>,

A series of works were undertaken to analyze the chemical kinetics in (SiH;+H>),
mixtures by the Monte Carlo technique. One of the electron's histories in any
elementary process starts in subroutine BEGHIS. In the case when f f is not, the subject
of the external field, their initial energy of the played electron equals the energy
released from the e-beam source. Because of the isotropic space distribution, the
directions of the secondary electron are taken randomly. It also should be noted that
initial coordinates are taken within a given volume. The intensity of directly connected
with neutron flux energy and spatial distribution of e-beam. Within the second loop
whatever electron energy is, the integral cross section recalculated and free flight
length is defined:

ALOG(CL)

R= T,S = 2 N;o;;(SiHyHye) (4.1)
i

here CL-is random number with equal probability within 0,1.
The block scheme of the programming code is presented below:

MC Plasma
v
Beam of | Primary electrons e EXTERNAL  [©
electrons il formation ELECTRIC FIELD
r'y
L J
T
Te{  BEGHIS
[
TWOR TWORT
EEEEQ%EUDS SECONDARY SECONDARY ‘
ENERGY l——# ELECTRONS ELECTRONS
PARAMETRES HISTORY
DETERMINATION DETERMINATION PLAYING
4w ELACT

CHARGE ELASTIC RECOMBINATION J

EXCHANGE

| t I

IONIZATION INELASTIC

Figure 4.1. Block diagram of the calculation of the energy spectrum of the e-beam
electrons by the Monte Carlo method in the (SiH, : Hy), excited plasma, placed in the
core of a stationary electron beam.
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The programming complex described in the present paper consists of three main
parts: initial data input INDATA, life history trace of SiH,+H; fragments and electrons
degradation spectra in subroutine MKN, and recording all output data DATAOUT in
less with intention txt. The main program MCN has two loops; first, one counts the
number of played histories, the second loop traces the electron life history until its
energy decreases to the defined minimum limit or crosses the boundaries of the given
volume.

If during electron-free flight external electric field electrons do not affect
charged particles (figure 4), come to target atom and calculation procedure addresses
to the subroutine ELACT. In the presence of an external field, the fission fragments
accelerate or lose their energy. In subroutine ELACT, one of some elementary
processes choice is realized by the following rule. The normalized ladder of all possible
interactions cross-sections corresponding to the current value of fission fragment
energy is compiled. Then the successive comparison with random numbers brings a
lucky choice for fission fragment or electron.

After the elementary process has been chosen the loss of energy, intensity, and
other collision parameters are booked and returned to the main program. In the case of
a three-body collision, the energy loss of the initial particle is compiled from three
parts. Firstly, recoil loss, secondly, ionization potential, and thirdly the energy of the
third created particle (primary electron) which has a sufficiently large range of captured
energy from zero up to the total particle energy. Probability of this process inversely
proportional to energy loss taken proportional to loss of energy, taken in the negative
second power. The subroutines are responsible to make these calculations are in
TWOW, TWOR.

Electrons energy spectra
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Figure 4.2. Electrons energy spectra evolution in SiH4;H2 plasma, generated
by e-beam, calculated by Monte Carlo technique

Monte Carlo simulation allowed us to get the evolution the secondary electron,
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the mathematical solution is equations (3.19) and (3.20). Figure 4.2 shows the
theoretical calculation obtained by simulation and shows that the red line corresponds
to (TED9=9ns) in the ninth nanosecond time interval and shows that the electron
energy has the maximum value in this interval. We considered the ten-time interval for
numerical calculation and derived only (TED1=0.1ns, TED5=5ns, TED10=10ns) these
intervals in graphical form. In different time intervals, the energy and number of
electrons change periodically.
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Figure 4.3 Wave-like electrons energy spectra evolution in SiH, : H,
plasma, generated by e-beam

RELATIVE UNITS

The acquired energy of primary electrons as well as other parameters like
position coordinates, directions recorded and primary electron's histories successively
played as in the fission fragments manner. The calculation code was compiled on the
time depending scheme allowing and handling the processing circuits synchronized in
the given time intervals and branching process for two and more generations. After
each act of ionization created the primary electrons' history (independently of source-
heavy fission fragments or born fast primary electron) is traced during its full life. The
energy of secondary electrons created by primary ones is also randomly played and
memorized in queue arrays, which then are used to trace secondary electron's histories
by the LIFO rule (last in, first out). Tracking the trajectories of the primary electron's
energy was carried out up to 0.1 eV. Recombination of positive particles, protons, and
tritium nuclei played and tracked up the thermal region and ends counting in the
thermal region until all electrons are taken from the present energy distribution of
electrons histories. Integral cross-section of recombination needs the total
concentration of positive ions in the plasma, which was calculated from the ionization
rate, and a lifetime of the ion's history.

For monosilane, two vibrational excitation reactions are inherent, differing in the
reaction threshold, and for hydrogen, three. The radicals (hydrogen atoms) formed in
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the reactions in a real discharge are absorbed on the walls of the chamber. Since the
radicals have no charge, they are not taken into account when calculating the charge
density and potential. Thus, new model particles are formed only as a result of the
ionization reaction. In all reactions, except for elastic collision, the electron loses
energy equal to the reaction threshold. In this work, the following types of real particles
are represented as model particles: electrons and ions SiHs*, H*, Hy, SiH3 . Each cell
initially contains 1000 model particles of each type, a total of 21 million particles, the
number of electrons in the program is 3000 per shot.

The calculation should continue until the discharge becomes stationary (until the
time-averaged profile of the concentration of ions and electrons stops changing). Since
the mass of the ion is much (for the SiH; ion 50,000 times) greater than the mass of
the electron, then when setting the calculation time, it is necessary to focus on the ionic
component of the plasma. Thus, the calculation time should significantly (several tens
of times) exceed the time of flight of the ion through the interelectrode gap; with the
above calculation parameters, this is more than 1000 periods or 10%. The difficulty
lies in the fact that the length of the time step must be set on the basis of the electron
velocities so that the model particles-electrons do not pass more than one cell per time
step (this is necessary for the stability of the calculation using the particle-in-cells
method). As a result, the number of time steps in the calculation turns out to be very
large (over a million). This difficulty is overcome by performing calculations on a
supercomputer.
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5. Chemical kinetics of radicals in hydrogen-monosilane plasma

The reaction mechanism shows a sequence of steps in the formation of chemical
bonds, dangling bonds and intramolecular rearrangement, which leads to complete
chemical modification. These individual stages are called elementary reactions or
elementary processes. In an elementary reaction, intermediate new particles are not
born; that is, none of the arrangements of atoms that arise during an elementary reaction
has a lifetime longer than the duration of the molecular vibration, which usually occurs
from 1013 to 10" seconds.

We present the model of chemical processes in SH4:H, irradiated by e-beam. We
should emphasize that in the model we take into our consideration the study how the
rate of formation of hydrogen excited state and ions (H* and H*) are influenced by e-
beam and created primary electrons and generally by total electron energy distribution
in the plasma. Among the sufficient number of processes, the most affected by
electrons energy distribution evolving in time and space are the following ones:

SiH, + e®® - SiH} + eP" + efl
(5.1)
H, + e - Hf + eP" + efl

Here e®? is e-beam electrons, eP” - primary electrons, generated by e-beam. The
next two recombination processes with thermal electrons are very sensitive to electron’s
energy distribution are the following:

SiHf + e — SiH;
(5.2)
Hy +e - H,

The active components H*, H" are the main participants in the formation of
silicon atoms created by gradually removal and destroying away bonds with hydrogen
atoms in the silanium molecule SiH; ended by formation of molecular hydrogen
molecules:

SiH, +e —> SiH; +e._; + H"
(5.3)
H,+e—->H"+H" +e._;

Then the successive taking away the hydrogen atoms from the SiH,4 by excited
H* hydrogen atoms and hydrogen ions leads to the formation of Si:

SiH, + (H*,H") > SiH; + H,*

SiH; + (H*,H") > SiH, + H,*
(5.4)
SiH, + (H*,H") - SiH + H;™"
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SiH + (H*,H*) - Si + H}*

The law of velocity is an equation that describes how the observed reaction rate
depends on the concentrations of the substances involved in the reaction. This
concentration dependence can be determined experimentally. We will see that any
series of elementary reactions predicts the dependence of the reaction rates on the
concentrations, so one of the first checks of the proposed mechanism is that it
corresponds to the speed law observed experimentally. (If the overall reaction proceeds
in more than one stage and the concentration of intermediate particles becomes
significant, we may need more than one equation to adequately describe the rates of all
the reactions that occur.) The law of speed plays a central role in the process. our study
of the reaction rate and mechanisms. We derive the velocity law from experimental
measurements. We should be able to prove that the experimental velocity law is
consistent with any mechanism we propose. The law of velocity, which we derive from
the experimental data of velocity, is an experimental fact. Our supposed mechanism is
a theory. We can stick to the idea that a theory can only be true as long as its predictions
about the law of velocity agree with the experimental result. We can predict the speed
laws for elementary processes with fairly simple arguments. For a mechanism
involving a series of elementary processes, we can often predict the laws of velocity
by making simplifying assumptions. When simplifying assumptions are inadequate,
we can use numerical integration to test the agreement between the proposed
mechanism and experimental observations of the dependence of the reaction rate on
the concentrations of the components involved in the reaction. We will see that this
experimental law of velocity can be consistent with any of several mechanisms. In such
cases, we need to get additional information to distinguish between several
mechanisms.

So the chemical equations in SiH, :H; are presented as follows:

d[SiH}
[ - 4] = S¢P(SiH,) + SP¢(SiH,) — a§5§4 ( f.(t, g))[SiH;'] * N,

Emax

i (@)= | o3 @k o

0

Emax

s(sit) = [ ol @) f e, (5.5)

Emax

sesit) = [ olen ) frece e

I
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Emax

ne(t) = fe(t, €)de.
!

%ﬁ] = S°(H,) + SP¢(H,) — afe(f.(t,€))[HF ] * n,

o2 (f.(6,8)) = f oI (&) (8, €)de,

0
seb(H2>=j oiom (&) FO0 (1, £)de, (5.6)
SPe(H,) = f aiom (&) fPe(t, €)de,

Emax

ne(t) = fe(t, e)de.
J

However, every empirical constants such as agy, , ap° that appears in the law

of speed is supposed to be called a speed constant. In a complex law, velocity constants
can often be represented by more than one means. In the above example, we can split
the numerator and denominator, say, to get a representation in which the constant
coefficients have different values, one of which is one. Much of the remainder of this
chapter is devoted to understanding the relationship between the observed overall rate
of reaction and the rate of the elementary processes that contribute to it.

dn
— = S 4 8P = Bt n[SiHF] = BT ne[H3] = BSi, melSiH,)

—Bi! n[H,),

here §¢° = jéPs,,
Emax

s = | 0En@E L @), 12 = ng (5s) 8¢ - )

I

'Brlezlj+ n, = fOE o7 (&, t)f. (¢, t)de, ’B;IL]I;];ne fos goff (g, ) f. (g t)de, (5.7)
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0

d[H? .
U — agion e, eome ) — Bigsiore 115t ) — Bigiior* ISty
— BiGsEOTe [HH][SiH,] — Bifs o [H][SiH] (5.8)
Emax
aglen(t, e)n, = f aflom(t, &)f, (t, €)de
Iq

The main of silicon films formation is proposed to be the diffusion of SiH3 on
the boundary surface with formation SiHj:

SiH, + SiH - SiH, + Si (5.9)

However, the detailed mathematical models describing these diffusion processes and
why the species like SiH; are playing the key role in these processes were not
discussed. Nevertheless, we present one of the possible scenario of kinetics evolution
in such a plasma taking the kinetics coefficients as functional from electrons energy
distribution as a functions dependent from time and energy. The Kkinetics issues on the
boundary surface where the crystallizations of micro-crystalline silicon pc-Si:H and
amorphous silicon a-Si:H are taking place go beyond the scope of this article.

The numerical models' the vital interest to the formation of thin-film and plasma
chemistry around the surface boundaries. However, for the physics of a gas phase, it is
often necessary to know the rate of occurrence or death of a particle of a specific sort
in the plasma or the rate of reaction flow. The reaction rate refers to the number of
elementary acts of birth or death of a particle per unit volume of plasma per unit time.
This value is proportional to the concentrations of the particles involved in the reaction.
In the future, to denote the concentration of particles, we will enclose the corresponding
particle symbol in square brackets.

d
i [H']
= ki1 (N [Hy] — kip[HF1[SiH,] — ky3[HY1[SiH3] — k4 [HT][SiH,]
— kys[HT][SiH] (5.10)
k _ Emax ion 2¢ d
2(6) = f 0 (e) T2 fote)de
d
a[Hf]
= ky1 (N [Hy] — koo [H{][STH,] — ko3 [H{][SiH3] — koy[HT[SiH, ]
— kas[H{][SiH] (5.11)
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$max 2&

@ = [ 0P [ filhe)de

0
here o - is interaction cross-section of electron-atomic collisions in gas-kinetic theory.

%[Hﬂ = ka1ne[Ha] — ko [Hi][SiH,] (5.12)

dt [H3] = k3ine[H,] — K3z [H3][SiH,] (5.13)
The proportionality coefficients Ki,, Kz, included in these expressions that

characterize the collision process are called reaction rate constants. The rate constant
of the two-particle process has the dimension K [cm?/s].
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Figure 5.1. Chemical kinetics scenario in (SiH4 : Hy), plasma, generated by e-
beam

Solving the equation of chemical kinetics for plasma (SiH, : H,), we were able
to determine the levels of breaking bonds of silicon and hydrogen and obtained (figure
5.1) the following distribution for (SiH4, H2, SiH3; SiH, SiH):

Our main goal is to understand the rates of chemical equilibrium in terms of
competing forward and reverse reactions. In equilibrium, chemical reactions can occur
rapidly; however, concentration changes are not observed since each reagent is
produced by one set of reactions at the same rate as the other set. For the most part, we
focus on reactions that take place in a closed system of constant volume.

In mixtures (SiH4+H,), the electron energy distribution function differs from the
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H, concentration and the flow of charged electrons. Increasing the H, concentration
not only enhances the energy tail, but also increases the negative differential
conductance in the 15 Td to 80 Td range. The calculated values of the electron energy
distribution function, drift velocity, and average energy in mixtures (SiHs+H;) are
close to those in pure SiH4 gas. The average energy in pure H, increases by almost
several orders of magnitude. Remarkable synergy was found in the Townsend
coefficient in mixtures (SiHs+ Hy). In addition, the calculated transfer coefficients are
well represented with the available experimental data.
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CONCLUSION

In this work, using a diffusion model of the transfer of neutral particles, we
analyzed the kinetics of reactions for the constituents (SiH4:H;) responsible for the
formation and loss of the most important components under conditions corresponding
to the deposition of amorphous silicon films in a monosilane plasma of a glow
discharge.

e The time-dependent solution of Boltzmann Kinetic equation solution for
electrons function of energy distribution was obtained.

e Monte Carlo technique applied to the simulation of the electrons energy spectra
evolution to the Maxwellian one was developed

e Relaxation of electrons energy spectra to the local Maxwellian distribution
demonstrates wave-like nature

e Chemical kinetics shows drastic dependence of ions formed from the time-
dependent electrons energy spectra in PECVD technology for (SiH,4 : Hy), plasma.

The time analysis of the kinetics of reactions determining the growth and loss of
components can be used as a method for determining such a minimum set of reagents
and reactions included in the model, which are sufficient for a quantitative description
of the key plasma components at a given time interval. Reduction to a model with fewer
reagents allows one to reduce computational costs while maintaining the accuracy of
calculations.
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